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Abstract 

To protect outsourced data in cloud storage against corruptions, adding fault tolerance to cloud 
storage, along with efficient data integrity checking and recovery procedures, becomes critical. 
Regenerating codes provide fault tolerance by striping data across multiple servers, while using less 
repair traffic than traditional erasure codes during failure recovery. Therefore, we study the problem of 
remotely checking the integrity of regenerating-coded data against corruptions under a real-life cloud 
storage setting. We design and implement a practical data integrity protection (DIP) scheme for a 
specific regenerating code, while preserving its intrinsic properties of fault tolerance and repair-traffic 
is saving. Our DIP scheme is designed under a mobile Byzantine adversarial model, and enables a client to 
feasibly verify the integrity of random subsets of outsourced data against general or malicious 
corruptions. It works under the simple assumption of thin-cloud storage and allows different parameters 
to be fine-tuned for a performance-security trade-off. We implement and evaluate the overhead of our 
DIP scheme in a real cloud storage test bed under different parameter choices. We further analyze the 
security strengths of our DIP scheme via mathematical models. We demonstrate that remote integrity 
checking can be feasibly integrated into regenerating codes in practical deployment. 

Index Terms—remote data checking secure and trusted storage systems, implementation, 
experimentation 
 
Introduction 

Cloud storage offers an on-demand data outsourcing service model, and is gaining 
popularity due to its elasticity and low maintenance cost. However, security concerns arise 
when data storage is outsourced to third party cloud storage providers. It is desirable to enable 
cloud clients to verify the integrity of their outsourced data, in case their data have been 
accidentally corrupted or maliciously compromised by insider/outsider attacks.  

One major use of cloud storage is long-term archival, which represents a workload that 
is written once and rarely read. While the stored data are rarely read, it remains necessary to 
ensure its integrity for disaster recovery or compliance with legal requirements. Since it is 
typical to have a huge amount of archived data, whole-file checking becomes prohibitive. Proof 
of retrievability (POR) and proof of data possession (PDP) have thus been proposed to verify the 
integrity of a large file by spot checking only a fraction of the file via various cryptographic 
primitives. 
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Suppose that we outsource storage to a server, which could be a storage site or a 
cloud-storage provider. If we detect corruptions in our outsourced data (e.g., when a server 
crashes or is compromised), then we should repair the corrupted data and restore the original 
data. However, putting all data in a single server is susceptible to the single point- of-failure 
problem and vendor lock-ins. As suggested in a plausible solution is to stripe data across 
multiple servers. Thus, to repair a failed server, we can  

1) Read data from the other surviving servers,  
2) Reconstruct the corrupted data of the failed server, and  
3) Write the reconstructed data to a new server.  
POR and PDP are originally proposed for the single-server case. MR-PDP and HAIL 

extend integrity checks to a multi server setting using replication and erasure coding, 
respectively. In particular, erasure coding (e.g., Reed- Solomon codes) has a lower storage 
overhead than replication under the same fault tolerance level. 

Field measurements show that large-scale storage systems commonly experience 
disk/sector failures, some of which can result in permanent data loss. For example, the 
annualized replacement rate (ARR) for disks in production storage systems is around 2-4 
percent. Data loss events are also found in commercial cloud-storage services. With the 
exponential growth of archival data, a small failure rate can imply significant data loss in 
archival storage. This motivates us to explore high performance recovery so as to reduce the 
window of vulnerability. Regenerating codes have recently been proposed to minimize repair 
traffic (i.e., the amount of data being read from surviving servers). In essence, they achieve 
this by not reading and reconstructing the whole file during repair as in traditional erasure 
codes, but instead reading a set of chunks smaller than the original file from other surviving 
servers and reconstructing only the lost (or corrupted) data chunks. An open question is, can 
we enable integrity checks atop regenerating codes, while preserving the repair traffic saving 
over traditional erasure codes? A related approach is HAIL, which applies integrity protection 
for erasure codes. It constructs protection data on a per-file basis and distributes the 
protection data across different servers. To repair any lost data during a server failure, one 
needs to access the whole file, and this violates the design of regenerating codes. Thus, we 
need a different design of integrity protection tailored for regenerating codes. 

In this paper, we design and implement a practical data integrity protection (DIP) 
scheme for regenerating-coding based cloud storage. We augment the implementation of 
functional minimum-storage regenerating (FMSR) codes and construct FMSR-DIP codes, which 
allow clients to remotely verify the integrity of random subsets of long-term archival data 
under a multiserver setting. FMSR-DIP codes preserve fault tolerance and repair traffic saving 
as in FMSR codes [15]. Also, we assume only a thin-cloud interface, meaning that servers only 
need to support standard read/write functionalities. This adds to the portability of FMSRDIP 
codes and allows simple deployment in general types of storage services. By combining integrity 
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checking and efficient recovery, FMSR-DIP codes provide a low-cost solution for maintaining 
data availability in cloud storage. 

In summary, we make the following contributions: 
• We design FMSR-DIP codes, which enable integrity protection, fault tolerance, and 

efficient recovery for cloud storage. 
• We export several tunable parameters from FMSRDIP codes, such that clients can make 

a trade-off between performance and security. 
• We conduct mathematical analysis on the security of FMSR-DIP codes for different 

parameter choices. 
• We implement FMSR-DIP codes, and evaluate their overhead over the existing FMSR 

codes through extensive test bed experiments in a cloud-storage environment. We 
evaluate the running times of different basic operations, including Upload, Check, 
Download, and Repair, for different parameter choices. 
 

Related Work 
We briefly summarize the most recent and closely related work here. Further literature 

review can be found in Section 1 of the supplementary file, available online. We consider the 
problem of checking the integrity of static data, which is typical in long-term archival storage 
systems. This problem is first considered under a single server scenario by Juels and Kaliski and 
Ateniese ET all giving rise to the similar notions POR and PDP, respectively. A major limitation 
of the above schemes is that they are designed for a single-server setting. If the server is fully 
controlled by an adversary, then the above schemes can only provide detection of corrupted 
data, but cannot recover the original data. This leads to the design of efficient data checking 
schemes in a multi server setting. By striping redundant data across multiple servers, the 
original files can still be recovered from a subset of servers even if some servers are down or 
compromised. Efficient data integrity checking has been proposed for different redundancy 
schemes, such as replication, erasure coding, and regenerating coding. 

Specifically, although Chen et al. also consider regenerating-coded storage, there are 
key differences with our work. First, their design extends the single-server compact POR 
scheme by Shacham and Waters. However, such direct adaptation inherits some shortcomings 
of the single-server scheme such as a large storage overhead, as the amount of data stored 
increases with a more flexible checking granularity in the scheme of. Second, the storage 
scheme of [6] assumes that storage servers have encoding capabilities for generating encoded 
data, while we consider a thin-cloud setting, where servers only need to support standard 
read/write functionalities for portability and simplicity. The most closely related work to ours 
is HAIL, which stores data via erasure coding. As stated in Section 1, HAIL operates on a per-file 
basis and it is nontrivial to directly apply HAIL to regenerating codes. In addition, our work 
focuses more on the practical issues, such as how different parameters can be adjusted for the 
performance-security trade-off in practical deployment. 
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Existing System 
• The problem of checking the integrity of static data, which is typical in long-term 

archival storage system, is considered. This problem is first considered under a single-
server scenario by Juels and Kaliski and Ateniese et al, giving rise to the similar notions 
POR and PDP, respectively. 

• The existing system design extends the single-server compact POR scheme for 
regenerating-coded storage. 

• HAIL system, which stores data via erasure coding. HAIL operates on a per-file basis and 
it is nontrivial to directly apply HAIL to regenerating codes. 

 
Disadvantages of Existing System 
• A major limitation in the existing system is that they are designed for a single-server 

setting.  
• Efficient data integrity checking has been proposed for different redundancy schemes, 

such as replication erasure coding and regenerating coding. 
• A large storage overhead, as the amount of data stored increases with a more flexible 

checking granularity 
• The storage servers have encoding capabilities for generating encoded data. 

 
Proposed System 
• The aim of our proposed system is to protect outsourced data in cloud storage against 

corruptions, adding fault tolerance to cloud storage, along with efficient data integrity 
checking and recovery procedures, becomes critical.  

• Regenerating codes provide fault tolerance by striping data across multiple servers, 
while using less repair traffic than traditional erasure codes during failure recovery. We 
design and implement a practical data integrity protection (DIP) scheme for a specific 
regenerating code, while preserving its intrinsic properties of fault tolerance and 
repair-traffic saving.  

• Our DIP scheme is designed under a mobile Byzantine adversarial model, and enables a 
client to feasibly verify the integrity of random subsets of outsourced data against 
general or malicious corruptions. It works under the simple assumption of thin-cloud 
storage and allows different parameters to be fine-tuned for a performance-security 
trade-off.  

• We further analyze the security strengths of our DIP scheme via mathematical models. 
We demonstrate that remote integrity checking can be feasibly integrated into 
regenerating codes in practical deployment. 
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Advantages of Proposed System 
• By striping redundant data across multiple servers, the original files can still be 

recovered from a subset of servers even if some servers are down or compromised.  
• A thin-cloud setting is used where servers only need to support standard read/write 

functionalities for portability and simplicity. 
• Different parameters can be adjusted for the performance-security trade-off. 

 
Implementation 
Storage Data in Thin-cloud  

In this module, first we develop a REST-full interface, which include the commands PUT 
and GET. PUT allows writing to a file as a whole (no partial updates), and GET allows reading 
from a selected range of bytes of a file via a range GET request. Our DIP scheme uses only the 
PUT and GET commands to interact with each server. Our thin-cloud setting enables our DIP 
scheme to be portable to general types of storage devices or services, since no implementation 
changes are required on the storage backend. It differs from other “thick-”cloud-storage 
services where servers have computational capabilities and are capable of aggregating the 
proofs of multiple checks. There should not be any limits on the number of possible challenges 
that the client can make, since files can be kept for long-term archival. Also, the challenge size 
should be adjustable with different parameter choices, and this is useful when we want to 
lower the detection rate when the stored data grow less important over time. 
 
Upload Data File and Metadata File 

To reduce the key management overhead, we can derive multiple keys from a single 
secret using key derivation functions, as detailed in prior studies and standards. In addition, to 
relieve the local storage burden, we can encrypt all file keys with a master key, and outsource 
the storage of the encrypted keys to the cloud. Since the files in the cloud are typically of large 
size, we expect that the secret keys only incur a small constant overhead. We also append the 
MACs of all chunks to the metadata. Finally, the metadata is encrypted with ENC and replicated 
to each server to contribute only a small storage overhead. 
 
Download and Decode the Needed Chunks based on FMSR-DIP 

The PRFs off the FMSR-DIP code chunks to form the FMSR code chunks, which are then 
passed to NC Cloud for decoding if they are not corrupted. However, if we have a corrupted 
code chunk, then we can fix it with one of the following criteria. 
 
• Download its AECC parities and apply error correction. Then we verify the corrected 

chunk with its MAC again. 
• Download the code chunks from another server. 
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• A last resort is to download the code chunks from all n servers. We check all rows of 
the chunks including their AECC parities. The rows with a subset of the bytes marked 
correct can be recovered with FMSR codes; the rows with all bytes marked corrupted 
are treated as erasures and will be corrected with AECC. 

• In particular, if there is only one failed server, then instead of trying to download K(n-
k) chunks from any k servers, we download one chunk from all remaining (n – 1) servers 
as in FMSR codes  

 
Row Verification for Downloaded Chunk file 

Our probabilistic row verification in the Check operation. Note that there is a trade-off 
of choosing how many bytes to corrupt. A higher corruption rate means that the adversary can 
corrupt more bytes in a stripe, but the corruption is also easier to be detected by our row 
verification. Our objective is to provide a mathematical framework that analyzes the security 
strength of FMSR-DIP codes for different parameter choices. 
 
System Study 
Feasibility Study 

The feasibility of the project is analyzed in this phase and business proposal is put forth 
with a very general plan for the project and some cost estimates. During system analysis the 
feasibility study of the proposed system is to be carried out. This is to ensure that the proposed 
system is not a burden to the company. For feasibility analysis, some understanding of the 
major requirements for the system is essential. 

Three key considerations involved in the feasibility analysis are  
• Economical feasibility 
• Technical feasibility 
• Social feasibility 

 
Economical Feasibility 

This study is carried out to check the economic impact that the system will have on the 
organization. The amount of fund that the company can pour into the research and 
development of the system is limited. The expenditures must be justified. Thus the developed 
system as well within the budget and this was achieved because most of the technologies used 
are freely available. Only the customized products had to be purchased.  
 
Technical Feasibility 

This study is carried out to check the technical feasibility, that is, the technical 
requirements of the system. Any system developed must not have a high demand on the 
available technical resources. This will lead to high demands on the available technical 
resources. This will lead to high demands being placed on the client. The developed system 
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must have a modest requirement, as only minimal or null changes are required for 
implementing this system.  
 
Social Feasibility 

The aspect of study is to check the level of acceptance of the system by the user. This 
includes the process of training the user to use the system efficiently. The user must not feel 
threatened by the system, instead must accept it as a necessity. The level of acceptance by the 
users solely depends on the methods that are employed to educate the user about the system 
and to make him familiar with it. His level of confidence must be raised so that he is also able 
to make some constructive criticism, which is welcomed, as he is the final user of the system. 
 
Conclusion and Future Work 

Given the popularity of outsourcing archival storage to the cloud, it is desirable to 
enable clients to verify the integrity of their data in the cloud. We design and implement a DIP 
scheme for the FMSR codes under a multiserver setting. We construct FMSR-DIP codes, which 
preserve the fault tolerance and repair traffic saving properties of FMSR codes. To understand 
the practicality of FMSRDIP codes, we analyze the security strength via mathematical modeling 
and evaluate the running time overhead via test bed experiments. We show how FMSR-DIP 
codes trade between performance and security under different parameter settings.  
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