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Abstract 
 In order to provide nearly instantaneous insights, real-time data analytics processes and analyses data 
as it comes in. It necessitates a systematic approach that includes setting goals, locating data sources, and 
picking relevant technology. In particular, this study looks at how real-time data analytics may improve 
inventory tracking, lower stockout rates, and lessen overstock scenarios in US retail chains. Quantitative 
data from 100 retail chains were evaluated using a mixed-methods study approach, both before and after 
the use of analytics tools like AWS Kinesis and Apache Kafka. Important indicators such as the frequency of 
stockouts, instances of overstocking, and inventory turnover rates demonstrated notable improvements: 
overstocking decreased by 66.7%, stockouts decreased by 60%, and inventory turnover rates increased by 
50%. Variations in processing speed, data accuracy, scalability, and user satisfaction were found when 
analytics solutions were compared. 
Keywords: Big Data, US Retail, Information Technology, Inventory, Apache Kafka 
 
 
Introduction 

 The velocity elements of big data, or real-time analytics, are the main theme of this study. 

Relevant analytics approaches are also presented. Because of the necessity to deal with real-time 

data in commercial and social applications, real-time analytics is becoming more and more the 

availability of data and the desire for rapid action in response to data triggers. A recent published 

article in the Harvard Business Review identifies this type of data as "Fast Data" and states that " 

Large firms have invested a lot of money in processing different types and volumes of data for 

analysis, but they've spent a lot less time controlling high velocity information'. Despite the 

forecast that data quantities will double every two years, these years, with the largest expansion 

resulting from the vast volumes of fresh data being generated by Internet of Things and intelligent 

devices. "That's a concern, because High velocity data is the foundation for real-time 

communication and frequently works as a warning mechanism for possible difficulties and system 

failures. 

 
Figure 1 Big Data 
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 It should be noted that many of the requirements, best practices, characteristics, and solutions 

associated with real-time analytics have their origins in distributed computing infrastructure, 

machine learning, real-time applications, and event processing from pre-Internet times. The 

growing data audience is where the main differences lie. analytics, the rise in the use of cloud 

computing and commodity infrastructure, and the expansion of new data sources like social media 

and mobile devices. This is situated in opposition to the initial distributed systems applications, 

which were developed using costly, proprietary computing infrastructures and aimed at specialized 

groups of people, including engineers, subject matter experts, and other specialists in particular 

business domains. Furthermore, data is entering the system on an increasingly regular basis through 

what are called data streams—also called event streams. This demonstrates the resource and 

computational challenges associated with real-time processing of such data. design, particularly 

when looking for novel insights through the application of various statistical techniques. 

 This chapter covers the new real-time tools, infrastructure, and analytics techniques. Over 

the preceding ten years, driven designs and advanced event processing systems have been 

witnessed, together with their contextualization in relation to the event and current stored-data 

analytics. In the extremely dynamic corporate environment, managers would prefer to make 

decisions based on data rather than only their intuition. enterprises are improving their 

organizational and technological capabilities to extract value from data, providing them a 

competitive advantage over rival enterprises. However, it can be challenging for analysts to 

understand the potential value of the information and data they have acquired. The value that 

may be recovered from the data depends on the company's capacity to gather, store, and analyze 

it using advanced analytical methods like Big Data Analytics (BDA). Since these systems generate 

enormous amounts of data, there has actually been a lot of interest over the past 10 years in a 

range of ICTs for supply chain (SC) management. 

 
1.1. Overview of Real-Time Data Analytics 

 "Real-time data analytics" is the practice of continuously analyzing data as it is generated, 

allowing businesses to swiftly gain insights and take appropriate action. This approach differs 

from batch data processing, which collects data gradually and analyzes it in large portions at 

prearranged intervals, delaying decision-making. The ability of real-time data analytics to provide 

prompt feedback makes it crucial for businesses to respond promptly to emerging trends, 

customer behavior, and operational issues. Because big data can manage enormous volumes of 

data from many sources, such as social media, IoT devices, and transactional systems, and process 

it quickly using state-of-the-art tools and technology, big data is crucial to real-time analytics. 

This capacity gains a competitive edge, boosts operational effectiveness, and enhances customer 

experiences by providing actionable information when needed. 

 

 
Figure 2 Real-Time Data Analytics 
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1.2. Significance of Real-Time Data Analytics 

 Real-time data analytics is significant because of its revolutionary impact on decision-making, 

operational efficiency, and responsiveness. Businesses can react rapidly to changing opportunities 

and circumstances and make well-informed decisions thanks to real-time data. By streamlining 

processes, cutting down on delays, and optimizing resource allocation, this immediacy boosts 

operational efficiency, which enhances responsiveness to both internal and external factors. Real-

time analytics, for instance, is used by financial institutions to manage risk and detect fraud, and 

by companies such as Amazon to manage inventories and customize recommendations to 

customers. These case studies show how businesses may use real-time analytics to proactively 

adjust to shifting market conditions and dynamic environments, creating significant competitive 

advantages and facilitating quick decision-making. 

 
1.3. Research Objectives 

 Investigate how real-time data analytics can enhance inventory tracking, reduce 

stockouts, and minimize overstock situations in US retail chains. 

 Assess the performance and suitability of various real-time analytics tools and 

technologies in processing and analyzing retail sales data. 

 
2. Review of Lireature  

 Acharjya, D. P et.al. (2016) Terabytes of data are produced daily by modern information 

systems and digital technologies like cloud computing and the Internet of Things. To extract 

knowledge for decision-making, this massive amount of data processing requires multiple levels of 

work. Big data analysis is thus one current area of research and development. The primary 

objective of this study is to examine the impacts of open research topics, big data difficulties, 

and associated tools. As a result, this paper provides a framework for looking into massive data at 

several phases. It also gives scholars a new chance to develop answers based on issues and open-

ended research inquiries. 

 Akter, S., Wamba, S. F. et.al. (2016) This paper proposes a BDAC model based on resource-

based theory (RBT) and the entanglement view of sociomaterialism. Based on the results, BDAC is 

a hierarchical model with three main dimensions (management, technology, and talent capability) 

and 11 subdimensions (i.e., planning, investment, coordination, control, connectivity, 

compatibility, modularity, technology management knowledge, technical knowledge, business 

knowledge, and relational knowledge). The advantages of the higher-order BDAC model's 

entanglement conceptualization and its impact on FPER are corroborated by the findings of two 

Delphi studies and 152 online surveys conducted among US business analysts.  

 Alharthi, A., Krotov, et.al. (2017) Big data is beginning to be recognized as the most 

important strategic resource of the twenty-first century, comparable in importance to gold and 

oil. Even with these massive data sets at their disposal, many businesses are just unprepared to 

make use of this new strategic advantage. To properly accept big data, a number of barriers must 

be removed from the domains of people, companies, and technology. To overcome these 

challenges, an all-encompassing, socio-technical approach is necessary. The specific methods we 

recommend employing to get beyond big data challenges are described in this post. These tactics 

include altering the technological infrastructure, placing a strong emphasis on privacy, 

encouraging the growth of big data and analytical abilities, and creating a distinct organizational 

big data strategy. 

 Dutta, D., & Bose, et.al. (2015) Although there are a number of frameworks that provide 

best practices to adhere to when implementing analytics initiatives, they are not intended to 

handle the complexities of Big Data projects. In this paper, we have two goals: (1) develop a new 

framework that can provide organizations with a detailed plan for planning, coordinating, and 
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executing Big Data projects; and (2) validate this framework through our examination of a case 

study that details an organization that has completed a project of this nature. Though the 

industrial sector has been slow to adopt the technology for strategic decision-making, the use of 

analytics for product development, operations, and logistics is increasing. We look at Ramco 

Cements Limited's (an Indian manufacturing company) Big Data project, describe the system they 

developed, and highlight the benefits it offered. We look at the project's implementation process 

overall through the lens of our proposed framework. 

 Marr, B. et.al. (2015)However, knowing how to USE big data to generate dependable, useful 

business outcomes and putting them into practice to increase output is what will really set you 

apart from the competitors. Big Data will give you a thorough understanding, a road map, and a 

logical way to create your own big data strategy. Before using the information in real life, this is 

an extremely helpful practical introduction. Big Data will guide you through each of the five 

SMART model processes, supporting your understanding with numerous real-world examples drawn 

from a range of companies and organizations. Make a plan first, then track metrics and data. 

Make use of analytics, report results, and make changes. 

 
3. Research Methodology 

3.1. Research Design 

 The project will use a mixed-methods research approach to examine how real-time data 

analytics might improve inventory tracking, decrease stockouts, and eliminate overstock 

situations in US retail chains. It will also evaluate the effectiveness and applicability of various 

real-time analytics solutions. Real-time sales and inventory data from a sample of 100 retail 

chains spread across different US areas will be analyzed as part of the quantitative component. 

Metrics like stock levels, stockout frequency, and overstocking incidents will be the main focus of 

this investigation, both before and after real-time analytics tools like AWS Kinesis and Apache 

Kafka were implemented. In order to gather information about the practical difficulties, 

advantages, and general efficacy of these technologies, semi-structured interviews with 

important stakeholders—such as store managers and IT specialists—will be conducted as part of 

the qualitative component. By combining these two methods, a thorough grasp of how real-time 

data analytics can improve inventory management and assess the effectiveness of various 

analytics systems will be possible. 

 
3.2. Data Collection 

 There were two stages to the data collection process for this study: quantitative and 

qualitative. Real-time sales and inventory data from 100 retail chains in different US regions were 

collected during the quantitative phase. To provide a diverse sample, the chains were chosen 

using stratified random selection. Metrics including stockout frequency, overstock incidents, and 

inventory turnover rates were recorded using data that was directly pulled from point-of-sale 

(POS) and inventory management systems. AWS Kinesis and Apache Kafka were two of the tools 

used to process the data in real time. Twenty retail managers and IT specialists from the 

participating chains participated in semi-structured interviews throughout the qualitative phase. 

The interviews focused on their experiences with real-time analytics, implementation challenges, 

and perceived benefits. A solid dataset for assessing the effect of real-time analytics on inventory 

management was made available by combining these two methods. 

 
3.3. Ethical Consideration 

 Ethical issues will be closely examined throughout the research process to guarantee 

participant and data confidentiality and integrity. Every retail chain taking part in the study will 

give informed consent, stating that they are aware of the research's objectives, the ways in which 

their data will be utilized, and their participation rights. We shall anonymize and securely store 
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sensitive personal data to preserve privacy and stop illegal access. The research will comply with 

ethical and data protection rules, guaranteeing that any information gathered through interviews 

and real-time systems is treated with the highest care. Furthermore, participants will not face 

any repercussions should they choose to leave the study at any point. These steps will uphold the 

ethical requirements of the study and protect the rights of the participants. 

 
4. Data Analysis 

 
Table 1 Inventory Management Metrics Before and After Implementation 

Metric Description 

Before 

Implementatio

n 

After 

Implementati

on 

Percentage 

Change 

Stockout 

Frequency 

Number of instances where 

items were out of stock 

50 instances per 

month 

20 instances 

per month 
-60% 

Overstock 

Frequency 

Number of instances where 

excess inventory was held 

30 instances per 

month 

10 instances 

per month 
-66.70% 

Inventory 

Turnover Rate 

Rate at which inventory is 

sold and replaced 

4 turnovers per 

year 

6 turnovers 

per year 
50% 

Average 

Inventory Level 

Average amount of inventory 

held 
500 units 400 units -20% 

Order Fulfilment 

Time 

Average time to fulfill orders 

(hours) 
48 hours 24 hours -50% 

 
 After real-time data analytics were implemented, inventory management metrics showed 

notable gains, as seen in Table 1. The number of stockouts dropped from 50 to 20 per month, a 

60% decrease in frequency. This suggests that fewer sales opportunities were lost as a result of 

stockouts. Additionally, the frequency of overstock decreased by 66.70%, from 30 to 10 

occurrences per month, indicating a significant decline in excess inventory and related expenses. 

There was a 50% rise in the inventory turnover rate from 4 to 6 turnovers annually, indicating 

better use of the inventory. There was a 20% decrease in the average inventory level, from 500 

units to 400 units, indicating a leaner inventory with lower holding costs. Last but not least, a 48-

hour average order fulfilment time was cut to a 24-hour average, indicating increased operational 

effectiveness and quicker response times. 

 
Table 2 Performance Evaluation of Real-Time Analytics Tools 

Analytics 

Tool 
Key Features 

Processing 

Speed 

(events/sec) 

Data 

Accura

cy (%) 

Scalability 

(units 

handled) 

Ease of 

Integratio

n (1-5) 

Co

st 

($) 

User 

Feedbac

k (1-5) 

Apache 

Kafka 

Stream processing, high 

throughput 
10,00,000 98% 

10 million 

units 
3 

2,0

00 
4 

AWS 

Kinesis 

Real-time data 

streaming, scalability 
8,00,000 97% 

15 million 

units 
4 

3,5

00 
4.5 

Google 

BigQuery 

Fast SQL queries, real-

time analysis 
5,00,000 99% 

20 million 

units 
5 

5,0

00 
3.5 

Azure 

Stream 

Analytics 

Real-time event 

processing, integration 

with Azure services 

6,00,000 96% 
12 million 

units 
4 

3,0

00 
4 
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Figure 3 Processing Speed (events/sec) of Selected Analytical Tools 

 

 
Figure 4 Data Accuracy of Selected Analytical Tools 

 
 Based on important performance parameters, Table 2 offers a comparative analysis of several 

real-time analytics systems.With its 1,000,000 events per second processing speed and 98% 

accuracy, Apache Kafka can handle up to 10 million units and offers high throughput. However, its 

cost of $2,000 and moderate ease of integration (3/5) makes it less user-friendly.Strong real-time 

data streaming capabilities are offered by AWS Kinesis, which costs $3,500 more but processes 

800,000 events per second with 97% accuracy. It can handle up to 15 million units and has a 

marginally higher integration ease rating of 4/5.Google BigQuery is the most expensive at $5,000 

and has the highest degree of integration ease (5/5), but it excels in data accuracy at 99% and can 

process the maximum volume of units (20 million) at a processing speed of 500,000 events per 

second. With a price tag of $3,000 and a moderate ease of integration rating of 4/5, Azure Stream 

Analytics provides a balance with processing speed of 600,000 events per second, 96% accuracy, 

and scalability for 12 million units. AWS Kinesis has the highest rating of 4.5/5 from users, 

indicating great overall performance and customer satisfaction. However, user opinion varies. 
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Table 3 Sales and Stockout Frequency by Store Type 

Store Type Sales ($) Stockout Frequency (instances) 

Flagship 2,00,000 25 

Regional 1,50,000 30 

Local 1,00,000 40 

Online 1,80,000 20 

Outlet 1,20,000 35 

 

 
Figure 5 Sales by Store Type 

 
 Table 3 presents a comparison of sales and frequency of stockouts for various store types.At 

$200,000 in sales, flagship stores have the highest frequency of stockouts—25 times on average. 

Regional stores have somewhat greater stockout frequency (30 occurrences) and produce 

$150,000 in sales. Local stores report the highest frequency of stockouts at forty occurrences, but 

having the lowest sales at $100,000, suggesting a possible problem with inventory management. 

Online retailers had the lowest incidence of stockouts (20 occurrences) and high sales ($180,000), 

indicating effective inventory control. Outlet retailers balance sales performance and stockout 

issues, recording $120,000 in sales with a frequency of 35 occurrences of stockouts. 

 
5. Conclusion 

 The study comes to the conclusion that by enhancing important indicators including stockout 

reduction, overstock minimization, and inventory turnover rates, the use of real-time data 

analytics considerably improves inventory management in US retail chains. AWS Kinesis and 

Apache Kafka were integrated, and the outcome was a 50% increase in inventory turnover 

efficiency along with a 60% reduction in stockouts and 66.7% reduction in overstock instances. The 

practical advantages of real-time analytics, such as quicker order fulfilment and improved 

inventory visibility, were validated by the qualitative observations of retail managers and IT 

specialists; nevertheless, integration and cost-related issues were also mentioned. 
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